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Abstract

Recent years have seen a surge in research on dynamic graph
representation learning, which aims to model temporal graphs
that are dynamic and evolving constantly over time. However,
current work typically models graph dynamics with recur-
rent neural networks (RNNs), making them suffer seriously
from computation and memory overheads on large temporal
graphs. So far, scalability of dynamic graph representation
learning on large temporal graphs remains one of the ma-
jor challenges. In this paper, we present a scalable frame-
work, namely SpikeNet, to efficiently capture the temporal
and structural patterns of temporal graphs. We explore a new
direction in that we can capture the evolving dynamics of
temporal graphs with spiking neural networks (SNNs) in-
stead of RNNs. As a low-power alternative to RNNs, SNN's
explicitly model graph dynamics as spike trains of neuron
populations and enable spike-based propagation in an ef-
ficient way. Experiments on three large real-world tempo-
ral graph datasets demonstrate that SpikeNet outperforms
strong baselines on the temporal node classification task with
lower computational costs. Particularly, SpikeNet general-
izes to a large temporal graph (2M nodes and 13M edges)
with significantly fewer parameters and computation over-
heads. Our code is publicly available at https://github.com/
EdisonLeeeee/SpikeNet

A graph is comprised of nodes and edges connected to-
gether to model structures and relationships of objects in var-
ious scientific and commercial fields (Hu et al. 2020; Chen
et al. 2020). It is highly expressive and capable of repre-
senting complex structures that are difficult to model, with
prominent examples including social networks (Liu et al.
2020), molecules graphs (Zhou et al. 2020), and transaction
networks (Chen et al. 2020). In practice, graphs are often dy-
namic, meaning that nodes, edges, and attributes may evolve
constantly over time. This type of graphs are typically re-
ferred to as temporal graphs, in contrast to static graphs
where nodes and edges remain fixed over time (Kazemi
et al. 2020). Figure 1 is an illustration of static and tem-
poral graphs. The temporal graph is usually represented as a
sequence of graph snapshots, while the static graph can be
seen as a single (static) observation of the temporal graph.
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Figure 1: An illustrative example of (a) static graph and (b)
temporal graph. A temporal graph is typically represented
as a series of graph snapshots, with network structure con-
stantly evolving over time.

Over the past few years, graph neural networks (GNNs)
have emerged as highly successful tools for learning graph-
structured data. The advances in GNNs have led to new
state-of-the-art results in numerous graph-based learning
tasks (Hamilton, Ying, and Leskovec 2017; Chen et al.
2021). However, GNNs have been primarily developed for
dealing with static graphs while ignoring that the graph it-
self is dynamically evolving over time. So far, several ef-
forts have been made to generalize current GNNs to tem-
poral graphs by additionally considering the time dimen-
sion (Kazemi et al. 2020). The most established solution for
modeling temporal graphs is by extending sequence mod-
els to graph data. In this vein, recurrent neural networks
(RNNs) (Cho et al. 2014) are prominent methods that pro-
vide a natural choice to capture the temporal information for
these evolving graphs (Xu et al. 2019; Pareja et al. 2020;
Shi et al. 2021; Kumar, Zhang, and Leskovec 2019). In ad-
dition, self-attention (Xu et al. 2020), random walk (Sajjad,
Docherty, and Tyshetskiy 2019; Wang et al. 2021; Makarov
et al. 2021), and temporal point process (Lu et al. 2019; Zuo
et al. 2018; Zhou et al. 2018) are some other approaches to
learn structural and temporal patterns simultaneously.

While current approaches have achieved promising re-
sults, there are some fundamental challenges when switch-
ing from static to temporal graphs. (i) Scalability: current re-
search is mostly dominated by RNN-based methods, which
require a large number of memory cells to store temporal
contextual information (Sak, Senior, and Beaufays 2014)
and large amounts of training data to outperform even static
methods. As a result, they suffer from high overheads and
scale poorly as the number of time steps increases, espe-
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cially for large graphs. (ii) Inductive capability: an induc-
tive approach can generate predictions quickly for unseen
nodes or links in an evolving graph (e.g., new uses and so-
cial behaviors in a social network), which is essential for
temporal graphs as new arriving nodes and links need to be
processed timely (Wang et al. 2021). However, the inductive
learning capability on temporal graphs is less studied as op-
posed to that on static graphs. Overall, the above challenges
limit the applications of current research on large temporal
graphs and remain to be addressed.

In light of these challenges, we propose SpikeNet, an in-
ductive framework for modeling temporal graphs with high
scalability. SpikeNet incorporates the spiking neural net-
works (SNNs) (Gerstner and Kistler 2002) into the design
of GNNs, with the aim to make better use of the spatio-
temporal information while addressing the scalability issue
on large temporal graphs. The key idea behind SpikeNet is
the use of SNNG, a class of brain-inspired computing mod-
els that communicate with discrete spikes in an event-based
manner. At each time step, SpikeNet aggregates and updates
the signals (i.e., spikes) from a sampled neighborhood via
an integrate-and-fire event. In this way, SpikeNet benefits
from the spatio-temporal characteristics of SNNs with low
computation and memory overheads. In summary, our con-
tributions are as follows:

» SpikeNet, a spike-based inductive learning framework
for efficiently capturing the structural patterns and evolv-
ing dynamics in temporal graphs.

* A temporal architectural design based on SNNs, combin-
ing analog computation with spike-based propagation for
more efficient model training and inference. To our best
knowledge, this is the first work to build a general SNNs-
based framework for modeling temporal graphs.

* An adaptive threshold update strategy for SNNs training
to fit the neuron dynamics, which increases the flexibility
and expressiveness of the resulting model.

» Extensive experiments that demonstrate the outstand-
ing performance over advanced methods in real-world
datasets on the temporal node classification tasks.

Related Work

In line with the focus of our work, we provide a brief
overview of the background and related work on dynamic
graph representation learning and spiking neural networks.

Dynamic Graph Representation Learning

Over the past few years, learning dynamic representations
for temporal graphs has attracted considerable research ef-
fort (Kazemi et al. 2020). Typically, methods developed for
temporal graphs are often extensions of those for static ones,
which additionally consider the temporal dimension and up-
date schemes (Pareja et al. 2020; Xu et al. 2020).

Owning to the success of RNNs (Cho et al. 2014), one
way to effectively model the temporal graph data is by em-
ploying the RNN (typically LSTM (Hochreiter and Schmid-
huber 1997)) architectures. Methods whereby RNNs gen-
eralize traditional GNNs to various temporal tasks in dif-
ferent manners (Kumar, Zhang, and Leskovec 2019; Pareja

et al. 2020; Shi et al. 2021; Rossi et al. 2020; Ma et al.
2020; Xu et al. 2019). For example, TGN (Rossi et al.
2020) and JODIE (Kumar, Zhang, and Leskovec 2019) up-
date the memory and hidden state of the nodes by utilizing
the LSTM and RNN units, and then the interaction events
(node-wise or edge-wise) can be reasonably formulated.
EvolveGCN (Pareja et al. 2020) proposes to use RNNs to
regulate the GNN model parameters at every time step. Al-
though the RNN-based methodology can efficiently save the
history of interaction events related to the time dimension
and capture graph dynamics, high dimensional vectors and
numerous memory units also make the models suffer from
massive computational costs and memory footprints.
Another line of research to explore the temporal graph dy-
namics is modeling sequential asynchronous discrete events
occurring in continuous time as stochastic processes (Trivedi
etal. 2019; Zuo et al. 2018; Lu et al. 2019; Zhou et al. 2018).
These methods try to capture evolution patterns over his-
torical structures by a temporal point process, in addition
to attention mechanisms (Zuo et al. 2018; Lu et al. 2019;
Trivedi et al. 2019) and temporal smoothness (Zhou et al.
2018) enforced on the representation of continuous snap-
shots. However, the temporal point process may not allow
the sharp change with regard to the node insertion and dele-
tion (evolutionary), and the estimation models are typically
quadratic in the number of interaction events, which is too
computationally expensive for large graphs.

Spiking Neural Networks

SNNs are a class of brain-inspired and energy-efficient net-
works, which have attached great importance due to the
distinctive properties of low power consumption and bio-
logical plausibility (Bu et al. 2022). Different from artifi-
cial neural networks (ANNSs) that make use of float val-
ues, SNNs deliver binary and asynchronous information
through spikes only when the membrane potential reaches
the threshold (Kim et al. 2020; Bu et al. 2022). In literature,
SNNs have been reported to offer huge energy-efficiency
advantage over ANNs while achieving comparative results
in a wide range of vision tasks, such as image classifica-
tion (Fang et al. 2020), object detection (Kim et al. 2020),
and semantic segmentation (Kim, Chough, and Panda 2021)

Recently, efforts have been made towards applying SNN
to graph domain (Dold and Garrido 2021; Chian et al. 2021;
Zhu et al. 2022; Xu et al. 2021b). Similar to that in vision re-
search, they transform initial node features into a series spike
trains via Poisson rate coding, followed by a graph convolu-
tion layer with SNN neurons. SNNs are inherently designed
for temporal data, however, prior work mainly focuses on
static graphs while ignoring the dynamic nature of SNNs. In
this regard, the feasibility and advantages of SNNs for rep-
resenting temporal graphs remain largely unexplored. This
paper presents the first research effort to exploit SNNs on
temporal graphs, which opens up possibilities for exploiting
graph dynamics while avoiding high overheads.

Preliminary

In this section, we begin by giving the problem definition
of this work, followed by the introduction of the leaky



integrate-and-fire model.

Problem Definition

Notations In this work, we consider the discrete-time sce-
nario of dynamic graph representation learning. A tempo-
ral graph, in general, is defined as a sequence of graph
snapshots at 7' different time steps, denoted by G =
{G1,G?,...,GT}. Each graph snapshot at time ¢ is de-
fined as G* = (V', &) where V' = {v1,v9,...,un} is a
set of N nodes and £Y C V! x V! is a set of edges. Let
V be the set of all nodes that appear in G. Without loss of
generality, we assume that the graph snapshot at any time
is built on a common node set V, in which the nonexis-
tent node is treated as a dangling one with zero degree. In
each time step, nodes can be paired with evolving features
Xt = {z, | Vv € V} € RN¥*4 where d is the feature
dimensionality and is commonly stable over time. The en-
tire node features with time dimension can be denoted as
X={XXx2. . .  XT}eRIxNxd

Our goal is to learn node embedding Z for all nodes that
appeared in a temporal graph G. The embedding should in-
clude nodes’ (edges’) evolution dynamics over time, which
can be further used for downstream tasks like temporal node
classification.

Leaky Integrate-and-Fire Model

In literature, the integrate-and-fire (IF) (Salinas and Se-
jnowski 2002) model is a mainstream computational model
for neuron simulation. The IF model represents the mem-
brane potential as a charge stored on a capacitor and ab-
stracts the neuron dynamics of SNNs as three temporal
events: (1) Integrate. The neuron integrates current by means
of the capacitor over time, which leads to a charge accumu-
lation; (ii) Fire. When the membrane potential has reached
or exceeded a given threshold V4, it fires (i.e., emits a spike).
(iii) Reset. Once fired, the membrane potential will be reset
back to a constant value Vit < Vi like a biological neu-
ron (Izhikevich 2004).

However, neuron membranes are not perfect capacitors,
rather they slowly leak current over time, pulling the mem-
brane voltage back to its resting potential (Hunsberger, Eric
2018). In this regard, the LIF model additionally introduces
a leaky term and describes the neuronal activity as an inte-
gration of received spike voltages as well as weak dissipa-
tion to the environment:

av

Tm% = _(V - V;eset) + AVma €))
where AV}, is the pre-synaptic input to the membrane volt-
age; T, 1s a membrane-related hyperparameter to control
how fast the membrane potential decays, which leads to the
membrane potential charges and discharges exponentially in
response to the inputs. To better describe the neuron behav-
iors and guarantee computational availability, the differen-
tial equation in Eq. (1) can also be converted to an iterative

expression, as in (Fang et al. 2020; Zhu et al. 2022):
V=V L (T V) + 1), @)

Tm

'In this paper, we use the superscript ¢ to denote the time index.
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Figure 2: An overview of the SpikeNet framework.

where I represents the pre-synaptic input from preceding
neurons at time step ¢.

Present Work: SpikeNet

In this section, we propose SpikeNet, a scalable frame-
work that generalizes spiking neural networks to temporal
graphs. SpikeNet is able to capture the evolving dynamics
in temporal graphs, in which a variety of (unseen) nodes and
edges are appeared/disappeared over time. An overview of
SpikeNet is shown in Figure 2. For each arriving timestamp,
SpikeNet samples a subset of nodes and learns to aggregate
spike signals from a node’s local neighborhood. Then, the
subsequent LIF model takes the aggregated signals as inputs
to capture the temporal dynamics through an integrate-and-
fire mechanism. Finally, the node embedding is obtained by
taking historical spikes in each time step with a spike pool-
ing operation, which can be used for downstream learning in
a supervised manner.

LIF as Temporal Architecture

We explore a new direction in that we can use SNNs (i.e.,
LIF) rather than RNNs as the temporal architecture to cap-
ture the dynamic patterns in a graph sequence. Recall that
the LIF’s neuron behaviors are characterized by a series of
events: integrate, fire, and reset. For an arriving timestamp,
each neuron in the LIF model updates the membrane po-
tential based on its memorized state and current inputs, and
then fires a spike when the membrane potential reaches a
threshold Vi,. If a spike is fired, the membrane potential is
reset to a specific level Vi, and the process starts again for
the next round. Neurons at each layer undergo this process
based on the input signals received from the preceding layer.
Accordingly, a spike train is produced by each neuron for the
subsequent layer.

However, prior work (Fang et al. 2020; Zhu et al. 2022)
typically adopts a fixed firing threshold Vi, for each LIF
neuron across different layers, potentially limiting its flex-
ibility and expressiveness. To address this issue, we propose
an adaptive update strategy for neuron threshold, which cal-
culates changes in neuron dynamics based on the previous
threshold and incoming spikes:

Vi =tV +90", (3)



where 7y, and ~y are the decay factors to tune the threshold
during training. O! is the spike train that takes a binary value
(0 or 1) representing whether a neuron is spiked at time ¢. In
this way, the firing threshold can be adaptively adjusted ac-
cording to the neuron dynamics. We observe that the adap-
tive strategy also benefits the final performance in practice.
By incorporating the threshold-triggered firing mechanism,
membrane reset, and adaptive threshold update rules, we
propose to generalize the computation scheme of the LIF
model as follows:

Integrate: V' = (V'™ "), “)
Fire: o' =0V -V, Q)
Reset: V= O"Wieeet + (1 = OHVE,  (6)
Update: Vi = Tthvﬂi_l +~0", )

where f denotes the integration behaviors of the LIF model
when the neuron receives synaptic inputs from previous neu-
rons, as in Eq. (2). The decision to fire and generate a spike
in the neuron output is carried out according to the Heav-
iside step function (Fang et al. 2020), which is defined by
O(z) = 1if z > 0 and 0 otherwise. For convenience,
we simplify the above procedure as O = §(I*) with §(-)
the LIF model when receiving an input I?. For each time
step t, the input I! is the aggregated neighborhood infor-
mation while the output O? is a spike train for intermedi-
ate node representations. In what follows, we will introduce
how SpikeNet aggregates neighborhood messages as I at
each layer and time step ¢.

Temporal Neighborhood Sampling

Neighborhood sampling is very important to learn node
representations for large-scale graphs (Hamilton, Ying, and
Leskovec 2017). Typically, it follows the design philoso-
phy of directly sampling a set of nodes from multiple hops
instead of using full neighborhood sets to avoid the over-
expansion issue. However, it was initially designed for static
graphs without considering the structural evolution of tem-
poral graphs.

In this work, we propose temporal neighborhood sam-
pling on graph snapshots, which captures the graph dynam-
ics from both macroscopic and microscopic perspectives.
Given anode v € V, we sample a set of nodes by expanding
the v’s neighborhood in the following way:

S'(v) = SAMPLE(v, G") USAMPLE(v, AGY),  (8)

Macro-dynamics

Micro-dynamics

where SAMPLE is a graph sampler that produces the re-
quired neighborhood sets by uniform sampling (Hamilton,
Ying, and Leskovec 2017) or random walk (Perozzi, Al-
Rfou, and Skiena 2014), to alleviate receptive field expan-
sion and improve the computation efficiency. We denote
S*(v) a random sample of the node v’s neighbors at time
step t. AG? = G — G'~! represents a graph snapshot with
all edges established at time ¢; Particularly AG! = G!. The
sampling step incorporates the macro-dynamics and micro-
dynamics at each time step to learn node representations.
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Figure 3: An example of “Masked Summation” operation
‘W h|, which acts like matrix multiplication h - W but en-
ables more efficient computation.

Intuitively, micro-dynamics capture the fine-grained struc-
tural and temporal properties for node representation, while
macro-dynamics explore the inherent evolution pattern of
the graph from a global perspective.

Spike-based Neighborhood Aggregation

In the sampling step, we recursively sample the neighbors of
root nodes up to a depth to perform message aggregation in
a graph. At layer k, each node v is related to a sequence of
local neighborhood {S',S?, ..., ST} with T time spans, to
form a group of sample nodes along the time dimension. For
each sampled set, SpikeNet computes the root node’s hid-
den representation by recursively aggregating hidden node
representations from bottom to top:

W™ = {(nE-DW v € 81,
RE®) — § (AGG ({hfﬁk*l)vv} u hf,;(k))) ,

where hfj(k)

th layer at time step ¢ and particularly h5(®) = xl; W is
the learnable parameter. AGG is a differentiable aggrega-
tion function, which aggregates features of local neighbor-
hoods and passes them to the target node v. The aggregation
function should be invariant to the permutations of node or-
derings such as a mean, sum, or max function. 6(+) is the LIF
model which takes the aggregated information as input and
outputs a spike train according to the neuron dynamics.

In principle, the node representations are mapped to spike
trains, offering a natural transition from the graph domain
to SNNs. More specifically, h,, is the pre-synaptic input de-
noted by a set of boolean numbers (spike or no spike), thus
the matrix multiplication could be alternatively replaced by
simple masking (indexing) operation combined with accu-
mulation (since spikes are zero or one, a spike times any
value z is either zero or x, avoiding the need for explicit
matrix multiplication):

hg® = {W[nS 1] vu € S,
n0) = 5 (AGG ({WiRt D1 u ™)),

©))

is the hidden representation of node v in k-

(10)

where W] denotes the Masked Summation operation on
W. As shown in Figure 3, the row in a matrix W; .
is masked (indexed) if the corresponding element h; =
1(True), and then the indexed row vectors are accumulated
to calculate the summations. The operation can avoid expen-
sive matrix multiplication computations entirely, and theo-
retically and also in practice, speed up the model.
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Figure 4: The illustration of forward propagation (blue
arrow) and backward propagation (red dotted arrow) of
SpikeNet. Forward propagation: the neuron outputs a
spike via an integrate-and-fire mechanism, which brings
the non-differentiability of the membrane potential. Back-
ward propagation: a smooth Sigmoid function with differ-
ent smooth factor « is adopted to approximate the backward
gradients.

Spike Pooling

The pooling layer is widely used to compress a set of nodes
into a compact representation (Wu et al. 2022). Inspired by
the graph pooling in GNNs, we propose spike pooling as
an independent operation to produce coarsened node repre-
sentations over historical spikes. In this way, the final node
representation is obtained by taking historical spikes at the
last layer K with a pooling operation:

20 = Pool ({h,. nTOY)  woey D
where K is the number of layers and 7' is the number of
time steps. There are several different ways to implement the
Pool operator, such as Sum and Avg which take the sum or
average sum over all historical spikes. However, either Sum
or Avg typically treats historical spikes equally in a time
window, which might hinder the model’s fitting capability
in temporal tasks. In this regard, we adopt a learnable linear
transformation over historical spikes:

Z, = Linear g ’ , VU €
Li Rt ) RDUEN) vo ey (12)

where || is a concatenating operator. The linear transforma-
tion could be implemented with a single-layer feed-forward
neural network, where masked summation is also available
to offer better efficiency during training and inference.

Surrogate Gradient based Learning

Given the node embeddings z,, Vv € V, we apply a softmax
activation to transform node embeddings into prediction re-
sults for downstream tasks, followed by a task-specific ob-
jective (e.g., cross-entropy loss) to learn useful, predictive
representations.

Note that it is difficult to train SpikeNet directly via
standard gradient descent due to the non-differentiability
of discrete spikes and the hard threshold function. Inspired
by the surrogate learning technique (Neftci, Mostafa, and

| DBLP Tmall Patent
#Nodes 28,085 577,314 2,738,012
#Edges 236,894 4,807,545 13,960,811
#Classes 10 5 6
#Time steps 27 186 25

Table 1: Dataset Statistics.

Zenke 2019; Fang et al. 2020), we circumvent the non-
differentiable backpropagation problem by defining a sur-
rogate function for LIF neurons when calculating backward
gradients. Here we use a smooth Sigmoid function (Zenke
and Vogels 2021) o(ax) = 1/(1 + exp(—ax)) to calculate
surrogate gradients during backward propagation, whose
derivative is formally defined as:

olax) = a-o(az) - (1 —o(az)), (13)

where o is a constant factor that controls the smoothness.
In general, a larger « leads to a better approximation of the
hard threshold function O(-), but causes the vanishing and
exploding gradient problem, which in turn makes the train-
ing very difficult to converge. Therefore, choosing a suitable
value of the smooth factor «v is critical for our algorithm to
achieve comparable performance.

Figure 4 illustrates the surrogate learning procedure of
SpikeNet. During the forward propagation, the membrane
potential increases with pre-synaptic inputs, which are ob-
tained from pre-synaptic spikes multiplied by the corre-
sponding weight W. When the membrane potential reaches
the threshold V4, the neuron generates the post-synaptic
spike, and then the membrane potential discharges to a
resting potential Vies. During the backward propagation, a
smooth Sigmoid function with different « is adopted to im-
plement the backward gradient to take advantage of the stan-
dard backpropagation-based optimization procedures.

Time Complexity

Here we briefly discuss the time complexity of our pro-
posed SpikeNet. For simplicity, we assume that the node fea-
ture and hidden representations are d-dimensional, and the
neighborhood size is fixed as |S| and shared by each hop. As
the LIF model and spike pooling are both simple and com-
putationally efficient, the main bottleneck is the aggregation
step involved in all T graph snapshots. Particularly, for a K
layer SpikeNet, the time complexity is related to the sampled
graph size and the dimension of features/hidden representa-
tions, about O(T|V||S|¥d?). Since |S|, K, and d are often
small, the computation overhead is acceptable even for large
graphs. In addition, the time complexity could be further re-
duced by implementing the masked summation operation in
specialized chips.

Experiments
In this section, we conduct experiments on three large real-
world graph datasets: DBLP, Tmall (Lu et al. 2019), and
Patent (Hall, Jaffe, and Trajtenberg 2001). The datasets
statistics are listed in Table 1. Limited by space, we present



Dataset | Metrics | Trratio | DeepWalk Node2Vec HTNE M’DNE DyTriad  MPNN JODIE  EvolveGCN TGAT | SpikeNet
40% 67.08 66.07 67.68 69.02 60.45 64.19+04 66.73+1.0 67.22+0.3  71.184+0.4 | 70.88+0.4

Macro-F1 60% 67.17 66.81 68.24 69.48 64.77 63.91+0.3 67.32+1.1 69.78+0.8 71.74+0.5 | 71.98+0.3

DBLP 80% 67.12 66.93 68.36 69.75 66.42 65.05+0.5 67.53+1.3 71.20+0.7 72.15+0.3 | 74.65+0.5
40% 66.53 66.80 68.53 69.23 65.13 65.72+0.4 68.44+0.6 69.12+0.8  71.10+0.2 | 71.98+0.5

Micro-F1 60% 66.89 67.37 68.57 69.47 66.80 66.79+0.6 68.51+0.8 70.43+0.6 71.85+0.4 | 72.35+0.8

80% 66.38 67.31 68.79 69.71 66.95 67.74+0.3 68.80+0.9 71.32+0.5 73.12+0.3 | 74.86+0.5

40% 49.09 54.37 54.81 57.75 44.98 47.714£0.8 52.62+0.8  53.02+0.7  56.90+0.6 | 58.84+0.4

Macro-F1 60% 49.29 54.55 54.89 57.99 48.97 47.78+0.7 54.02+0.6 54.99+0.7 57.61+0.7 | 61.13+0.8

Tmall 80% 49.53 54.58 54.93 58.47 51.16 50.27+0.5 54.17+0.2 55.78+0.6 58.01+0.7 | 62.40+0.6
40% 57.11 60.41 62.53 64.21 53.24 57.82+0.7 58.36+0.5  59.96+0.7  62.05+0.5 | 63.52+0.7

Micro-F1 60% 57.34 60.56 62.59 64.38 56.88 57.66+0.5 60.28+0.3 61.19+0.6  62.92+0.4 | 64.84+0.4

80% 57.88 60.66 62.64 64.65 60.72 58.07+0.6  60.49+0.3 61.77+0.6 63.32+0.7 | 66.10+0.3

40% 72.32+0.9 69.01+0.9 - - - - 77.57+0.8 79.67+0.4 81.514+0.4 | 83.53+0.6

Macro-F1 60% 72.25+1.2  69.08+0.9 - - - - 77.69+0.6 79.76+0.5 81.56+0.6 | 83.85+0.7

Patent 80% 72.05+1.1 68.99+1.0 - - - - 77.67+0.4 80.134+0.4 81.574+0.5 | 83.90+0.6
40% 71.57+£1.3 68.144+0.9 - - - - 77.64+0.7  79.394+0.5 80.7940.7 | 83.48+0.8

Micro-F1 60% 71.53+1.0 68.20+0.7 - - - - 77.894+0.5 79.75+0.3 80.814+0.6 | 83.80+0.7

80% 71.38+1.2 68.10+0.5 - - - - 77.93+0.4 80.014+0.3 80.934+0.6 | 83.88+0.9

Table 2: Quantitative results (%) on the temporal node classification task. The results are averaged over five runs, where the
best results in each row are highlighted in boldfaced. (Tr.ratio: trainig ratio)

the details about the datasets and experimental settings in
Appendix.

Overall Performance

In our experiments, we consider the task of temporal node
classification to evaluate the representation quality. In this
task, the graph structure at each snapshot is entirely avail-
able for representation learning. We follow (Lu et al. 2019)
and examine the performance when different sizes of train-
ing datasets are used, i.e., 40%, 60%, and 80%, including
5% for validation. For unsupervised methods, DeepWalk,
Node2Vec, HTNE, M2DNE, and DyTriad, a two-layer MLP
with hidden units 128 are trained to solve the classifica-
tion problem. Table 2 summarizes the performance of all the
compared methods on the temporal node classification task.
We repeat the experiment for five runs with different random
seeds and report the average results with standard deviation
in terms of both Macro-F1 and Micro-F1 scores. We reuse
the results of DeepWalk, Node2Vec, HTNE, M2DNE, and
DyTriad on DBLP and Tmall already reported in (Lu et al.
2019).

As shown in Table 2, methods developed for static graphs
(i.e., DeepWalk and Node2Vec) generally underperform
those for temporal graphs, which suggests that the temporal
dynamics of the graph structure are indeed critical to learn a
better node representation. We can also observe that the per-
formance of unsupervised methods remains stable as the ra-
tio of the training set increases. By contrast, MPNN, TGAT,
EvolveGCN, JODIE, and SpikeNet can benefit from the in-
creasing training data. This is due to the fact that supervised
methods can incorporate supervision signals into learning
and facilitate training. In this regard, supervised methods
are also capable of outperforming most unsupervised ones.
On the largest graph dataset Patent, HTNE, M?DNE, and
DyTriad fail to learn properly since the estimation process
is time-consuming and thus too expensive to model large
graphs. MPNN, an LSTM-based approach is also not avail-

able for Patent, since it requires high computation overheads
to train the model in a full-batch fashion.

Although SpikeNet uses discrete spiking signals to com-
municate between layers rather than real-valued, it achieves
state-of-the-art performance in most cases. In particular,
SpikeNet slightly underperforms TGAT and M2DNE on
DBLP and Tmall when the training data is small. As the
training data increases, SpikeNet is able to outperform
strong baselines. Notably, SpikeNet achieves about 4.7%
and 4.3% performance improvement on average over the
strongest baseline in Tmall and Patent as measured by
Micro-F1, respectively. One potential reason could be that
the surrogate learning technique requires more training data
to better approximate the backward gradients. In addition,
more training data can also help the threshold update strat-
egy to adjust the neuron thresholds adaptively. The results
indicate that the SNNs-based framework provides a simple
yet effective way for dynamic graph representation learning.

Overhead Evaluation

In this section, we compare the overheads between our pro-
posed SpikeNet and other baseline approaches that are most
relevant to our work.

Parameter size The number of parameters of different
methods is shown in Figure 5(a). It can be seen that SpikeNet
is much more lightweight with only around 50% parameters
as compared to TGAT, which uses a multi-head attention
mechanism and requires a lot of parameters to learn. Partic-
ularly, EvolveGCN which combines GNNs with RNNs has
around four times the parameter size than SpikeNet. How-
ever, more parameters would result in high memory over-
heads and the overfitting issue. In this regard, SpikeNet re-
places the RNN cell with a parameter-free LIF model, which
significantly reduces the number of parameters to be opti-
mized almost without losing accuracy.
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Figure 5: Overheads of different methods in terms of pa-
rameter size and training time. Methods that cannot run on
Patent are excluded for comparison.

Runtime complexity The training time of each epoch for
different methods is shown in Figure 5(b). The experiments
were run on a Titan RTX GPU with the same batch size (ex-
cept for EvolveGCN which is fully batch trained) for a fair
comparison. Through the experiment, we find that SpikeNet
holds obvious efficiency superiority during training. Specif-
ically, SpikeNet can obtain orders of magnitude speedup
over baselines. We believe the significant improvement can
be attributed to the following two reasons.: (i) Compared
to EvolveGCN, SpikeNet trains the model on a small sam-
pled subgraph instead of the whole graph during training, so
the training time is significantly smaller. (ii) Compared to
JODIE and TGAT, SpikeNet benefits from the lightweight
temporal architecture (i.e., LIF model), with much fewer
computation overheads and parameters to be optimized. The
simplification also speeds up the training. Note that, the
masked summation operation between two matrices is cur-
rently not well supported in the deep learning framework,
so we use matrix multiplication instead to facilitate the im-
plementation. In the near future, SpikeNet could also benefit
from neuromorphic chips and speed up the implementation.

Ablation Study

To further investigate the impact of different hyperparame-
ters in SpikeNet, we conduct several experiments to analyze
them from different perspectives.

Threshold decay 7y, and v As one of our main contribu-
tions, the threshold decay strategy is adopted for LIF model
to stablize training. To comprehensively explore the effec-
tiveness of threshold decay strategy, we cownduct temporal
node classification on DBLP and Tmall by varying the val-
ues of 7y, and 7y as {1.0, 0.9, 0.8, 0.7, 0.6} and {0., 0.1, 0.2,
0.3, 0.4}, respectively. The experiments are repeated 5 times
and the average results are shown in Figure 6. It is observed
that the threshold decay strategy generally benefit the learn-
ing of SpikeNet on two datasets, as evidenced by decreasing
Tw and increasing ~y simultaneously can improve the perfor-
mance of SpikeNet. When 7y, = 0.7 and v = 0.2, SpikeNet
achieves the best performance, which is much better than not
using decay. Overall, the results demonstrate that the thresh-
old decay strategy is beneficial for the model performance.

Smooth factor o Since surrogate learning technique is
important for training the SNN-based model, we explore
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Figure 6: Ablation analysis w.r.t. 7y, and v on DBLP and
Tmall, respectively. Here we report Micro-F1 results with
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Figure 7: Ablation analysis w.r.t. smooth factor & on DBLP.

the sensitivity of smooth factor « in SpikeNet. We vary the
smooth factor o from {0.5, 1.0, 2.0, 5.0, 10.0} to study the
effects in the surrogate function o(-). We only report the
results on DBLP, because we have similar observations for
other datasets. As shown in Figure 7(a), it is observed that
o(+) can better approximate the Heaviside step function O(-)
with the increase of «. However, the best performance is
achieved when o = 1.0 according to Figure 7(b). This ap-
pears to be quite straightforward since higher o will suffer
from the vanishing and exploding gradient problem. Over-
all, SpikeNet is senstive to v and the choice of a good « is
important to learn the model properly.

Conclusion and Future Work

We present SpikeNet, a scalable framework built upon SNNs
to capture the evolving dynamics underlying a discrete graph
sequence. To our best knowledge, SpikeNet is the first re-
search effort to exploit SNNs on temporal graphs. The key
insight behind our approach is to aggregate and update
temporal information from a dynamically sampled neigh-
borhood via an integrate-and-fire mechanism. As a result,
SpikeNet enjoys the advantage of exploiting graph dynam-
ics as well as significantly fewer parameters and overheads.
SpikeNet inherently allows inductive learning, making it ap-
plicable to predict evolving dynamics on temporal graphs
with unseen nodes. Experiments on three real-world datasets
show that SpikeNet outperforms the recent state-of-the-art
methods in most cases. Through further analysis of these re-
sults, we also show that SpikeNet provides better trade-offs
between performance and computational costs particularly



compared to RNN-based methods. Since our work is a time-
driven model that focuses on discrete-time temporal graphs,
in future work we aim to study the event-driven SNNs to
capture structural and dynamic properties on continuous-
time temporal graphs at a fine-grained level.
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Algorithm

Algorithm 1: SpikeNet embedding generation algorithm
(forward propagation)

Input:
Temporal graph G = {G',G? ... GT}; input node
features X = {X', X2 ... XT}; depth K and time
span T'; weight matrices W (*), neighborhood sampler
SAMPLE, differentiable aggregation function AGG
and spike pooling function Linear; LIF models 5
Vke{l,...,K}

Output:
Node representations z, for all v € V;

I: hf)’(o) —axtvweVvte{l,...,T}

2: fort =1to 7 do

3: fork=1to K do
4: for v € V do
5 S*(v) + SAMPLE(v,G") USAMPLE(v, AG?);
6 B AGG (fWO R ) v e S);
7. RE® 5k (W(m [y * D] 4 hg<k>);
8: end for
9: end for
10: end for
11: return z, < Linear ({hfj(K)H . |\hf‘<K>}) , Yo eV,

Algorithm 1 provides an overview of the SpikeNet Em-
bedding generation (i.e., forward propagation), the node em-
bedding at each layer and each time step is generated by
aggregating neighborhood information, followed by a LIF
model to capture the evolving dynamics. It is worth not-
ing that the forward propagation allows the multiply-and-
accumulate typically inherent in matrix multiplication to be
turned into simply matrix masking (or indexing) and ac-
cumulation, i.e., masked summation, which could be im-
plemented with more energy-efficient neuromorphic hard-
ware such as Intel Loihi (Davies et al. 2018) or Brainchip



Akida (Vanarse et al. 2019). In this manner, our method may
lead to more energy-efficient implementations of GNNs on
temporal graphs and will be meaningful and influential in
the future.

Experimental setup
Dataset Statistics

We adopt three temporal graph datasets with different scales:
DBLP, Tmall, and Patent. We briefly give an overview of the
datasets:

DBLP (Lu et al. 2019). DBLP is an academic co-author
graph extracted from the bibliography website. in which
each node is an author and each edge means the two authors
collaborated on a paper. The authors in DBLP are labeled
according to their research areas.

Tmall (Lu et al. 2019). Tmall is a bipartite graph ex-
tracted from the sales data in 2014 at Tmall.com, in which
each node refers to either one user or one item and each
edge refers to one purchase with a timestamp. The five most
frequently purchased categories are treated as labels in ex-
periments. Note that Tmall is a partially labeled dataset in
which only items are assigned with categories. We follow
the pre-processing scheme as described in (Lu et al. 2019)
that selects the five most frequently purchased categories as
labels in experiments.

Patent (Hall, Jaffe, and Trajtenberg 2001). Patent is a ci-
tation network of US patent ranging from year 1963 to 1999.
Each patent belongs to six different types of patent cate-
gories. Patent is the largest size of graph among all three
datasets.

Baseline Methods

We compare the performance of SpikeNet with the follow-
ing baselines, including static and dynamic graph represen-
tation learning methods:

1. DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) per-
forms random walks to generate an ordered sequence
of nodes from a static graph to create contexts for each
node, then applies a skip-gram model to these sequences
to learn representations.

2. Node2Vec (Grover and Leskovec 2016) extends Deep-
Walk with biased random walks to explore the neighbor-
hood of a node and learn node representations on a static
graph.

3. HTNE (Zuo et al. 2018) integrates the Hawkes pro-
cess and attention mechanism into network embedding
to model the neighborhood formation sequences.

4. M2DNE (Lu et al. 2019) designs a temporal attention
point process and a general dynamics equation to capture
structural and temporal properties of evolving graphs.

5. DynamicTriad (DyTriad) (Zhou et al. 2018) models
both structural information and evolution patterns based
on the triadic closure process, which enables the model
to capture the graph dynamics effectively.

6. MPNN-LSTM (MPNN) (Panagopoulos, Nikolentzos,
and Vazirgiannis 2021) is a time-series version of mes-
sage passing neural network (MPNN) with two-layer

LSTM (Hochreiter and Schmidhuber 1997). MPNN can
capture the long-range temporal dependencies in tempo-
ral graphs based on the dynamics encoded into the node
representations.

7. JODIE (Kumar, Zhang, and Leskovec 2019) employs
two RNNs to update the node embeddings at every ob-
served interaction and uses a projection operation that
predicts the future embedding trajectory in an evoloving
graph.

8. EvolveGCN (Pareja et al. 2020) uses the RNN to evolve
the GNN parameters at each time step, which effectively
performs model adaptation and captures the dynamics of
the graph sequence.

9. TGAT (Xu et al. 2020) utilizes self-attention mecha-
nisms as basic blocks and derive a functional time encod-
ing to effectively learn temporal and topological informa-
tion, which achieves state-of-the-art results for different
dynamic graph learning tasks.

For DeepWalk and Node2Vec that are originally designed
for static graphs, we accumulate historical information in the
graph sequence and represent the structure at the last time
period, i.e., GT. More importantly, there are several recent
works (Shi et al. 2021; Xu et al. 2019, 2021a; Rossi et al.
2020; Ma et al. 2020) that are not considered for comparison
in our experiments because they require very high memory
footprints for modeling the temporal graphs and cannot run
on a reasonably sized GPU (24GB).

Implementation Details

Each experiment is conducted five times and average results
with standard deviation are reported. The hyperparameters
are tuned based on the performance of validation set. More
specifically, we implement DeepWalk and Node2Vec using
the open-source library GraphGallery (Li et al. 2021) with
an embedding size of 128. For dynamic methods, we use
the code provided by the authors and closely follow the ex-
perimental setup in (Lu et al. 2019), so as to reduce the ex-
periment workload and make a fair comparison. For other
parameters, we follow the setup in (Lu et al. 2019).

For SpikeNet, it supports batch training for both transduc-
tive and inductive tasks where the batch size is tuned in [512,
1024, 2048, 4096]. The learning rate is ranged in [0.001,
0.0003, 0.005, 0.008, 0.01] with AdamW (Loshchilov and
Hutter 2019) optimizer. We use two-layer structure for
SpikeNet and the aggregate function AGG is set as mean.
We set the embedding size of 128, 512, and 512 for DBLP,
Tmall, and Patent. For the temporal neighborhood sampling,
we perform uniformly sampling for a node to build the sam-
ples set as in (Hamilton, Ying, and Leskovec 2017), where
the number of sampled nodes in each layer is set as 5 and 3
across all datasets. In addition, half of the nodes are sampled
for capturing macro-dynamics and micro-dynamics, respec-
tively.

For the LIF model, we fix 7,,, = 1.0 for all datasets. We
empirically set the membrane reset potential Viesey = 0, fir-
ing potential Vi = 1.0 and threshold decays 7, = 0.7,
v = 0.2 for all datasets. To facilitate surrogate gradient
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Figure 8: The average firing rate of SpikeNet at different
time intervals.

learning, the smooth Sigmoid function is used as a thresh-
old function to approximate the gradients during backprop-
agation with smooth factor o = 1.0 across all datasets. All
models are implemented with PyTorch (Paszke et al. 2019).
All our experiments are conducted on one NVIDIA TITAN
RTX GPU with 24GB memory.

Additional Experimental Results

Firing sparsity Benefiting from intrinsic neuronal dy-
namics and spike-based communication paradigms, SNNs
can be easily applied on some specialized neuromorphic
hardware, such as Intel Loihi (Davies et al. 2018) or
Brainchip Akida (Vanarse et al. 2019). As for the power-
efficient neuromorphic computation, the firing rate is an im-
portant property for SNNs since the energy consumption is
proportional to the number of spikes (Patel et al. 2021). Re-
duction of firing rate is essential for energy-efficient neu-
romorphic chips. To this end, we hereby calculate the av-
erage firing rate of SpikeNet in the intermediate represen-
tations at a different time interval and show the results
in Figure 8. Specifically, the firing rate is calculated by
#spikes/(#time steps X #neurons). A neuron with a
high firing rate will lose the advantages of temporal sparsity
and harm the effective representation in a temporal graph.
In DBLP, SpikeNet has a lower firing rate, especially in the
prior time steps. The result suggests that the evolutionary
pattern of nodes and edges in DBLP in short term is not sig-
nificant, which leads to a sparser response compared with
Tmall and Patent. In addition, the results also show that
the intermediate node representations of SpikeNet are much
sparse (only 20% to 30% of elements are non-zero). In other
words, we need only about 20% to 30% of the memory to
store the intermediate node representations. Moreover, each
dimension of the embedding vectors learned by SpikeNet
is only encoded by 1 bit (binary spikes), different from the
real-valued embedding vectors that are encoded by at least
32 bits. As a result, the binarized representations can also
greatly reduce the memory and time cost for the downstream
tasks.
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